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If you are a scientist or a science student, data literacy matters because it helps you make sense of information you’ve collected in lab investigations. But most students aren’t going to be scientists, so why should developing data literacy be important? Isn’t it enough to get them to know science concepts, remember facts and patterns, and draw graphs on tests? Where else would they encounter scientific data other than in a laboratory?

Although it may not seem like it, we are surrounded by data. When you open the newspaper and see a graph or a table as part of an article, what you’re looking at is data. When you listen to news on the television or radio, what you’re hearing are conclusions drawn from data someone else has collected. And they’ve collected that data to understand something, argue a position, make a point, or persuade the listeners to adopt a particular view. Some of these arguments are better than others because the data has been collected, analyzed, or summarized more effectively. This book is about understanding what good data and data analysis is so that you can make stronger arguments and better evaluate the arguments of others. It’s important to realize that everyone has an agenda of some sort, and being more data literate helps you understand if others are making a fair argument.

Part of being able to take a more informed (some might say skeptical) view of data is being literate in how data are manipulated and subsequently presented: how they are collected, made into tables, and shown in pictures or graphs. Once you know how to do this the right way, such as you might learn in a science classroom, you can start asking if someone else is doing it in a way that is fair, or if they are distorting the data for their own purposes.

Data literacy is important for your students even if they aren’t going to be scientists because data are used to argue and persuade people to, among other things, vote for political agendas, support specific types of spending within organizations, sell life insurance, or lease a car. An improved understanding of data practices means that better questions can be asked in all of these situations.

Even in everyday life, data collection can be important. Bakers often keep diaries when they’re learning how to bake a new type of biscuit. Gardeners keep a log about the growth of their gardens, and birdwatchers keep track of where and when they see what types of birds and what the weather conditions were. Drivers keep track of vehicle mileage, and homeowners keep track of their electrical bill month to month. This is all real-life data. We could go on with examples like this forever, but now you can probably think of some data that you keep track of.

The point is, data literacy is an important skill to develop in students, and science classrooms are a good place to do that because data collection and interpretation are part of the science curriculum in most jurisdictions. Almost every teacher has faced the challenge of helping students make sense of some data set; many times, that teacher has sat there, scratched his or her head, and wondered how to help
the students make sense of the data they collected. In science, there are some funda-
mental concepts that help scientists make sense of data, particularly the messy
data found in the real world, and yet these fundamentals are infrequently taught
in undergraduate science courses. Teachers who have their students do inquiry lab
investigations can face data analysis challenges, even in a middle school science
class, that exceed what they learned in their college science courses.

Learning about how to analyze and make better sense of data also helps you learn
the best way to collect data. And learning how to collect, summarize, and analyze
data is a very important science skill, central to the newly released *Next Generation
Science Standards (NGSS)*.

Lab investigations used to be pretty simple and straightforward (i.e., “cookbook
labs”): The teacher provided a clear set of instructions; the students all engaged in
the same activity, followed the same procedure, and were marked on getting the
same “correct” answer. Then inquiry investigations came along, and classroom
investigations got a lot more difficult. Many of us teachers didn’t have a background
sufficient for helping our students do those types of inquiry investigation activities.

The contrast between the two different types of lab activities could not be starker
(Table F.1).

### TABLE F.1

<table>
<thead>
<tr>
<th></th>
<th>Traditional, structured, laboratory activities</th>
<th>Inquiry-based science investigations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basis of learning</strong></td>
<td>behaviorist</td>
<td>constructivist</td>
</tr>
<tr>
<td><strong>Curricular goals</strong></td>
<td>product-oriented (i.e., everyone gets the same answer)</td>
<td>process-oriented (with some product)</td>
</tr>
<tr>
<td><strong>Role of student</strong></td>
<td>following directions</td>
<td>problem solver/arguer</td>
</tr>
<tr>
<td><strong>Student participation</strong></td>
<td>passive/receptive</td>
<td>active</td>
</tr>
<tr>
<td><strong>Student ownership of project</strong></td>
<td>lower</td>
<td>higher</td>
</tr>
<tr>
<td><strong>Student involvement</strong></td>
<td>lower responsibility</td>
<td>higher responsibility</td>
</tr>
<tr>
<td><strong>Role of teacher</strong></td>
<td>director/transmitter</td>
<td>guide/facilitator</td>
</tr>
</tbody>
</table>
As every teacher understands, supporting students who are doing laboratory investigations of the student-directed and open-ended type (such as those in the Inquiry-Based Science column would usually be) is a considerable challenge and can require a lot more background knowledge than undergraduate teaching programs often provide. Some teacher preparation programs have specific courses that deal with doing inquiry, thus allowing student teachers to learn the basics of data literacy, but many do not.

What we (the authors) realized some years ago is that the challenge in encouraging teachers to do inquiry investigations exists in part because of aspects of data collection, analysis, synthesis, and presentation that teachers of science often just do not know. Nor, as far as we could tell, are there good resources geared toward helping them learn the material in a way that would be useful for their students. To address this, we developed and have presented a workshop on data literacy at the national NSTA conferences for the last several years. The workshop has been quite popular, but what we have since realized is that a more comprehensive resource, building on the workshop, would be useful for science teachers. This book grew out of that realization. We’ve tried to write it so that it is pretty approachable by using a minimum of technical language. And we’ve tried to use examples that relate to classrooms and the types of data collection activities that teachers have students do. We hope you find it useful in helping your classes become more data literate.

WHO IS THIS BOOK FOR?

- Teachers who need to read government and school board documents that present data in tables or graphs will find most chapters useful to read over to help their understanding of those documents.
- Teachers of lower elementary grades (whenever they start students interpreting bar charts or histograms) will find the early chapters useful.
- Middle school teachers will find the first eight chapters helpful.
- High school teachers will benefit from reading the entire book, and in particular the later chapters if they have advanced students who need to be challenged with more complex work.
- Individuals working on a graduate degree that involves data collection will find this a good introduction to any research methods course they might need to take.

The appendixes provide laboratory investigation activities (Appendices I and II) to help you teach these data representation and analysis concepts to your students at various grade levels. In addition, there are appendixes to help you evaluate the laboratory activities your students have handed in (Appendices III and IV) as well.
as a collection of data analysis worksheets with examples of quantitative data analysis (Appendixes VIII and IX) that can be used by upper-level students to help them conduct more detailed analyses of data they’ve collected in lab investigations.

**CONNECTIONS TO THE FRAMEWORK AND THE STANDARDS**

Our work in writing this book took place at the same time as the development of the NGSS in the United States. The guiding document for the NGSS—*A Framework for K–12 Science Education: Practices, Crosscutting Concepts, and Core Ideas* (Framework; NRC 2012)—sets out eight scientific and engineering practices, of which Analyzing and Interpreting Data is the fourth on the list. The Framework identifies the grade 12 goals for analyzing and interpreting data as follows:

- Analyze data systematically, either to look for salient patterns or to test whether data are consistent with an initial hypothesis.
- Recognize when data are in conflict with expectations and consider what revisions in the initial model are needed.
- Use spreadsheets, databases, tables, charts, graphs, statistics, mathematics, and information and computer technology to collate, summarize, and display data and to explore relationships between variables, especially those representing input and output.
- Evaluate the strength of a conclusion that can be inferred from any data set, using appropriate grade-level mathematical and statistical techniques.
- Recognize patterns in data that suggest relationships worth investigating further. Distinguish between causal and correlational relationships.
- Collect data from physical models and analyze the performance of a design under a range of conditions. (NRC 2012, pp. 62–63)

**PROGRESSIONS IN THE FRAMEWORK**

This is a quick look at the Analyzing and Interpreting Data progressions found in the Framework document.

In elementary classes, we would see students

- make a start at recording and sharing observations; and
- engage in scientific inquiry and begin collecting categorical or numerical data for presentation in forms that facilitate interpretation, such as tables and graphs.
In middle school, students would learn the use and justification of some of the standard techniques for displaying, analyzing, and interpreting data, including

- different types of graphs;
- the identification of outliers in the data set; and
- averaging to reduce the effects of measurement error.

In high school, as the complexity of investigations increases, we see a broadening of the techniques for the display and analysis of the data. Examination of the relationships between two variables sees students produce $x$-$y$ scatterplots or crosstabulations.

**THE NGSS**

The table below is taken from the NGSS (p. 9, Appendix F; NGSS Lead States 2013); it clearly shows the significance of data literacy and the related progressions that have been developed at the state standard level (Figure F.1).

**Progression of the practice of analyzing data in the NGSS**

<table>
<thead>
<tr>
<th>Grades K-2</th>
<th>Grades 3-5</th>
<th>Grades 6-8</th>
<th>Grades 9-12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analyzing data in K-2 builds on prior experiences and progresses to collecting, recording, and sharing observations.</td>
<td>Analyzing data in 3-5 builds on K-2 experiences and progresses to introducing quantitative approaches to collecting data and conducting multiple trials of qualitative observations. When possible and feasible, digital tools should be used.</td>
<td>Analyzing data in 6-8 builds on K-5 experiences and progresses to extending quantitative analysis to investigations, distinguishing between correlation and causation, and basic statistical techniques of data and error analysis.</td>
<td>Analyzing data in 9-12 builds on K-8 experiences and progresses to introducing more detailed statistical analysis, the comparison of data sets for consistency, and the use of models to generate and analyze data.</td>
</tr>
<tr>
<td>• Record information (observations, thoughts, and ideas).</td>
<td>• Use and share pictures, drawings, and/or writings of observations.</td>
<td>• Construct, analyze, and/or interpret graphical displays of data and/or large data sets to identify linear and nonlinear relationships.</td>
<td>• Analyze data using tools, technologies, and/or models (e.g., computational, mathematical) in order to make valid and reliable scientific claims or determine an optimal design solution.</td>
</tr>
<tr>
<td>• Use observations (firsthand or from media) to describe patterns and/or relationships in the natural and designed world(s) in order to answer scientific questions and solve problems.</td>
<td>• Use observations (firsthand or from media) to describe patterns and/or relationships in the natural and designed world(s) in order to answer scientific questions and solve problems.</td>
<td>• Use graphical displays (e.g., maps, charts, graphs, and/or tables) of large data sets to identify temporal and spatial relationships.</td>
<td>• Consider limitations of data analysis (e.g., measurement error, sample selection) when analyzing and interpreting data.</td>
</tr>
<tr>
<td>• Compare predictions (based on prior experiences) to what occurred (observable events).</td>
<td>• Compare and contrast data collected by different groups in order to discuss similarities and differences in their findings.</td>
<td>• Distinguish between causal and correlational relationships in data.</td>
<td>• Compare and contrast various types of data sets (e.g., self-generated, archival) to examine consistency of measurements and observations.</td>
</tr>
<tr>
<td>• Analyze data from tests of an object or tool to determine if it works as intended.</td>
<td>• Analyze data to refine a problem statement or the design of a proposed object, tool, or process.</td>
<td>• Analyze and interpret data to provide evidence for phenomena.</td>
<td>• Evaluate the impact of new data on a working explanation and/or model of a proposed process or system.</td>
</tr>
<tr>
<td>• Use data to evaluate and refine design solutions.</td>
<td>• Use data to evaluate and refine design solutions.</td>
<td>• Apply concepts of statistics and probability (including determining function fits to data, slope, intercept, and correlation coefficient for linear fits) to scientific and engineering questions and problems, using digital tools when feasible.</td>
<td>• Analyze data to identify design features or characteristics of the components of a proposed process or system to optimize it relative to criteria for success.</td>
</tr>
</tbody>
</table>
WHAT ABOUT MATH? WHERE DOES DATA LITERACY FIT IN THERE?
Two guiding documents connect math to data literacy. The *Principles and Standards for School Mathematics* (NCTM 2000) has a strand entitled Data Analysis and Probability and the *Common Core State Standards, Mathematics* (NGAC and CCSSO 2010) has Measurement and Data as well as Statistics and Probability.

USE OF DATA IN THE NCTM PRINCIPLES AND STANDARDS
The big ideas guiding the NCTM Principles and Standards are that all students should be able to

- formulate questions that can be addressed with data and to collect, organize, and display relevant data to answer them;
- select and use appropriate statistical methods to analyze data;
- develop and evaluate inferences and predictions that are based on data; and
- understand and apply basic concepts of probability.

Looking at graphing, we see the following progression:

- K–2: Represent data using concrete objects, pictures, and graphs
- 3–5: Represent data using tables and graphs such as line plots, bar graphs, and line graphs
- 6–8: Select, create, and use appropriate graphical representations of data, including histograms, box plots, and scatterplots
- 9–12: Understand histograms, parallel box plots, and scatterplots and use them to display data

REFERENCES TO USE OF DATA IN THE COMMON CORE STATE STANDARDS, MATHEMATICS
The strand Measurement and Data runs from first to fifth grade, with Statistics and Probability running from sixth grade to high school. Let’s look at the progression.

MEASUREMENT AND DATA
- Grade 1: Organize, represent, and interpret data with up to three categories
- Grade 2: Draw a picture graph and, in high school, a bar graph (with single-unit scale) to represent a data set with up to four categories
- Grade 3: Draw a scaled picture graph and a scaled bar graph to represent a data set with several categories
- Grade 4: Make a line plot to display a data set of measurements in fractions of a unit (½, ¼, ⅛)
• Grade 5: Use operations on fractions for this grade to solve problems involving information presented in line plots

STATISTICS AND PROBABILITY
• Grade 6: Recognize a statistical question as one that anticipates variability in the data related to the question and accounts for it in the answers
• Grade 7: Use measures of center and measures of variability for numerical data from random samples to draw informal comparative inferences about two populations
• Grade 8: (1) Construct and interpret scatter plots for bivariate measurement data to investigate patterns of association between two quantities
• Grade 8: (2) Know that straight lines are widely used to model relationships between two quantitative variables. For scatter plots that suggest a linear association, informally fit a straight line, and informally assess the model fit by judging the closeness of the data points to the line

INTERPRETING CATEGORICAL AND QUANTITATIVE DATA
Grades 9–12: High School
• Summarize, represent, and interpret data on a single count or measurement variable
• Summarize, represent, and interpret data on two categorical and quantitative variables
• Interpret linear models

The above information on science and math standards was obtained directly from the documents listed in the Reference section (and as such much of the text is a direct copy from those documents).
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In earlier chapters (Chapters 3 and 4), we looked at patterns in nominal data using bar graphs and ordinal data using line graphs. We “eyeballed” differences from those graphs, looking at the size of the circles drawn around the tics, and drew conclusions that we discussed using hedging language. But is that what scientists do?

Actually yes, in the early stages of their research or as the research is progressing—but it’s not how they write their final reports. Those final reports often contain statistical analyses that allow the scientist to state with more certainty what differences and patterns they have found in their data. Remember what we mentioned earlier? That science was a probabilistic endeavor? Well, part of it being probabilistic is that scientists want to state with as much certainty as possible what the patterns and relationships are that they are looking at. Using statistics helps scientists improve the certainty of their statements so they can be as precise as possible.

In this chapter, we’re going to look at three basic statistical tests. The first is the *t*-test, which is used when you have nominal or ordinal data and *only* two test variables you are comparing (e.g., the speed of cats and dogs). The second is the analysis of variance (ANOVA) test for when you have nominal or ordinal data and *more* than two test variables (e.g., the speed of cats and dogs and pigs). The third statistical analysis is correlation and regression analysis, which is for interval-ratio data when you are comparing two things you have measured (e.g., the amount of salt in the pot and how long it takes potatoes to cook). These three basic tests cover most of the types of inquiry studies we’ve seen grade 7–12 students conduct. There are tests for more complicated designs, but this is a basic introduction, and understanding these will help you understand more complicated designs if you need to.

In a book like this, we should probably mention *why* this chapter is here. Statistical tests don’t *seem* very basic do they? We agree that they’re not; however, we’ve seen projects by grade 7 students (at science fairs) in which they used *t*-tests and could describe how the tests worked and why they used them. Correctly, we should add. We’ve seen ANOVA tests used by grade 10 students in the same settings, and by grade 12 students as part of inquiry investigations in their regular classes. As a teacher you never know when you’re going to have that hyper-keen student in grade 8, so we thought you might appreciate having some resources to help you work with them. If nothing else, the worksheets we provide will give you something to give them to enhance their learning when they’ve raced ahead of the rest of the class. Besides that, this chapter might help you understand some of those mail-outs from boards of education with statistics in them that most of us have trouble making heads or tails of.

In Appendix IX we provide three resources: Worksheets that do a step-by-step calculation of each of these types of statistical analysis, critical value tables that let you determine if there are statistically significant differences, and a worked-through example for each test from data used in previous chapters in this book. We’ll also mention that in the Resource section (Appendix VI) there are links to websites that also conduct these tests if you insert the data into them.¹ This chapter is an

1. We also intend to provide a resource page with analysis tools at the NSTA Press website for the book.
introductory description of what these tests are doing and the conditions that should be met for doing them.

**THE t-TEST**

The *t*-test is used when you compare *two* means to see if they are statistically different from each other. You should *not* use a *t*-test over and over to compare many pairs of means (see the ANOVA test description for how to deal with that situation). What the *t*-test is doing is determining what the likelihood is that the difference between the two means happens because of chance or because of the variable you tested. In simple terms, it’s comparing how much data scatter there is for each variable and then comparing how different the means are in relation to that data scatter so that the likelihood of the differences between the means being due to random chance can be determined.

It might be a bit simpler if we looked at a graph of data (Figure 8.1 here, which you might recognize from Figure 1.7, p. 10).

A *t*-test would help you determine whether the amount of overlap in the data would be statistically significant so that you could argue that the two means are different from each other.²

Every test has conditions (also known as assumptions) that must be met for the results to be valid. If you meet those conditions, statistical tests are pretty good at letting you know whether there’s a statistically significant difference between means, but if you violate those assumptions then the tests might not be accurate. Here are the assumptions that should be met to do the *t*-test:

1. The data scatter is reasonably the same for the two categories (in statistical terms, the *variation* is close to the same).
2. There is more data toward the middle of the circles than at the nearest and farthest points away from the middle (in statistical terms, the data has a reasonably *normal distribution*).
3. The data are *randomly* chosen (in statistical terms, this means you didn’t choose data to include so that you showed what you wanted to show).
4. The replicates in the two treatments need to be *independent* of each other. For instance, the data *cannot* be before and after measures on the same individuals (there’s a separate test for that called the paired *t*-test).

---

² We’ve actually done this in Appendix IX. Go and take a look at whether the means are significantly different or not for this data set.
It might be easier to show you what this means on a graph. Let’s look at Figure 1.7 (the gray and white thermometer data, p. 10) again in Figure 8.2.

**FIGURE 8.2**

*Depiction of gray and white temperature data portraying even data scatter*

You’ll notice that the data in this graph meets the assumptions listed above: The raw data depicted around the two bars is about the same distance from top to bottom, and there are more data points close to the horizontal line than far away from it.

Let’s look at a couple of extreme versions of data for the same variables that do not meet those assumptions for a t-test (Figure 8.3).

**FIGURE 8.3**

*Depiction of gray and white temperature data portraying uneven data scatter*

Notice that in Figure 8.3, the data on the right bar is much more scattered (has a greater variation) than the data on the left. This violates assumption 1. Now we’ll look at a graph that violates assumption 2 (Figure 8.4, p. 54).
Here, you’ll notice that on the left bar data are not close to the horizontal line at all; the horizontal line is at the average of two separate clusters. This condition violates assumption 2 because the data are not normally distributed (i.e., more toward the horizontal line than away from it).

The more your data looks like the last two graphs (and data could look like a combination of both of them), the less likely it is that the results of the $t$-test are reliable. In that situation you might hedge how you phrased your interpretation of the data analysis. For instance, if you found a significant difference (as we will describe below), you could write, “Despite finding a significant difference between the mean temperatures for the gray and white thermometer, there is still some room for doubt because of the amount of variation in the data for the white thermometer, which was much greater than that for the gray thermometer.”

However, having described the problem, realize that the $t$-test is a reasonably robust test and is fairly accurate even if its assumptions are violated.

So, how do you calculate a $t$-test? The step-by-step worksheet and example in Appendix IX will show you. When you calculate your $t$-test statistic using the worksheet, compare your calculated value to the table value in Table 8.1.

### Table 8.1

<table>
<thead>
<tr>
<th>Degrees of freedom</th>
<th>Critical value</th>
<th>Degrees of freedom</th>
<th>Critical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2.78</td>
<td>15</td>
<td>2.13</td>
</tr>
<tr>
<td>5</td>
<td>2.57</td>
<td>16</td>
<td>2.12</td>
</tr>
<tr>
<td>6</td>
<td>2.48</td>
<td>18</td>
<td>2.10</td>
</tr>
<tr>
<td>7</td>
<td>2.37</td>
<td>20</td>
<td>2.09</td>
</tr>
<tr>
<td>8</td>
<td>2.31</td>
<td>22</td>
<td>2.07</td>
</tr>
<tr>
<td>9</td>
<td>2.26</td>
<td>24</td>
<td>2.06</td>
</tr>
<tr>
<td>10</td>
<td>2.23</td>
<td>26</td>
<td>2.06</td>
</tr>
<tr>
<td>11</td>
<td>2.20</td>
<td>28</td>
<td>2.05</td>
</tr>
<tr>
<td>12</td>
<td>2.18</td>
<td>30</td>
<td>2.04</td>
</tr>
<tr>
<td>13</td>
<td>2.16</td>
<td>40</td>
<td>2.02</td>
</tr>
<tr>
<td>14</td>
<td>2.15</td>
<td>60</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>120</td>
<td>1.98</td>
</tr>
</tbody>
</table>

If the $t$-statistic you calculated is less than the critical value in the table above (for the correct degrees of freedom, which you calculate on the worksheet) then the difference between the two means is not statistically significant.
If the calculated $t$-statistic is greater than the critical value in the table above (for the correct degrees of freedom) then the difference between the two means is statistically significant at 5%. This means we’re 95% confident that the difference between the means is a real one (i.e., not due to chance).

**THE ANOVA TEST**

The ANOVA test is used when you have several different treatments you are testing (in other words, more than two treatments). Sometimes people do multiple $t$-tests instead of an ANOVA—this is bad, bad, bad. Very bad. Ghostbusters bad. Why? Because you considerably increase the likelihood that you’ll report a statistically significant difference when there is not one. All of those “only 1 in 20 chances of being wrong” possibilities add up so it becomes very likely that you’re wrong. An ANOVA test stops that from happening.

Note that the treatments have to be either nominal- or ordinal-category-type data categories, treatments, or groups, and you have to have collected measured data about them.

If, for instance, you measured how fast three different breeds of dogs (with increasing sizes) could run 30 m, then that would be the type of data you would do an ANOVA test on. You have ordinal categories, and you have the times it took to cover the distance.

But why would you? You can see the differences in the graph can’t you?

Well, an ANOVA test allows you to figure out if the differences between the mean times to run 30 m are different enough, given the way the data are scattered about the mean, to say with certainty that the breeds of dogs can run at different speeds. It might seem a bit odd to “test” this, because you can see that the means look different on a graph, but scientists care about how much data scatter there is too, which is why these statistical tests were created! And doing an ANOVA test allows you to be more convincing when making arguments about your findings to others (that’s why scientists do statistical analyses: They remove some of the personal bias that might influence their interpretations, so they become more convincing with their claims).

First, it’s important to note that the ANOVA test has some conditions that must be met (just as the $t$-test did; in fact, they’re basically the same conditions, so you can look at the graphical examples from the $t$-test if you need to). Here are the conditions that must be met to perform an ANOVA test:

1. The data scatter is reasonably the same for the two categories (in statistical terms, the variation is close to the same).
2. There is more data scatter toward the middle of the circles than at the nearest and farthest points away from the middle (in statistical terms, the data has a reasonably normal distribution).
3. The data are randomly chosen (in statistical terms this means you didn’t choose only data to include so that you showed only what you wanted to show).
4. The replicates in the treatments need to be independent of each other (one treatment cannot be influencing another).

We’ve been using the phrase data scatter to discuss how the raw data spreads out around the mean, but the more correct term is variance. So, an ANOVA test really is—ready for it?—an ANalysis Of VAriance. An ANOVA test analyzes the variance around each of the means.
and the overall variance to figure out how certain you can be about whether the means are different from each other.

Okay, so let’s say that we’ve collected data looking at how fast the three different dog breeds can run a 30 m distance, and we’ve tested five different dogs of each breed (Table 8.2).

That data would give us a graph that looks like Figure 8.5.

### TABLE 8.2

<table>
<thead>
<tr>
<th>Dog</th>
<th>Poodle</th>
<th>Labrador</th>
<th>Doberman</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>13</td>
<td>16</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>17</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>Avg.</td>
<td>14.4 s</td>
<td>12 s</td>
<td>7.6 s</td>
</tr>
</tbody>
</table>

### FIGURE 8.5

The time it takes different dog breeds to run 30 m, ordered by dog size

Notice that this graph looks a little bit different from those you might get from a spreadsheet. That’s because all of the data are on it, not just the average of the times each breed ran 30 m. Because you can see the data scatter around each average (at the dot where the line is), you can get a bit of an idea about what an ANOVA test does. Basically, it compares the data scatter around each mean and the overall data scatter and where each mean is and figures out if the means are different from each other. Essentially, the ANOVA test is analyzing how much the data you see on the graph overlap in relation to the total amount of data scatter. If the data do not overlap enough, then the means are probably different from each other. If they overlap a lot, in relation to the total amount of data scatter, then the means probably are not different from each other. The graph in Figure 8.6 might help you picture this.

### FIGURE 8.6

The time it takes different breeds of dogs to run 30, ordered by dog size with an arrow depicting the overall range of response and the gray area depicting where the data overlaps for the pairs of variables

As with the t-test, the ANOVA test is a pretty robust test, and this means that the variation in the data scatter around the mean can be a
bit off (as it is with the Labrador) and the test will still be valid.

However, it gets a bit more complicated drawing conclusions from the ANOVA test compared to the *t*-test. In the *t*-test, there was only one pair of data, and we knew that the significant difference was just between that pair. But in the ANOVA, if the means are found to be statistically significant from each other overall, we still don’t know *which* means were statistically significant from each other; *we cannot* assume that they all were. In this dog study, for instance, we know that there is a statistical difference between means (see Appendix IX for a worked-out example) but not whether Dobermans are faster than poodles, Labradors are faster than poodles, or Dobermans are faster than Labradors (the three possible pair comparisons).

There are tests, called *post hoc* (meaning after) tests, which can be done for this, but they’re complicated enough that we’re not going to include them here.³

That does not, however, mean that you cannot draw conclusions—we can look at the graph. The first important point is this: if you do an ANOVA test and do not find a statistically significant result for the whole data set, then it does not matter what the graph looks like—how far apart the means are—because there *is* no statistically significant difference, and that result means a whole lot more than any eyeballing differences. We’re emphasizing this point because even undergraduates in science have difficulty understanding this. No statistical significance means, wait for it, waaaaiit for it … no statistical significance … no difference between means. Just what it says. Okay? None.

But what if you *do* find statistical significance for the whole data set after doing an ANOVA test? Well, then looking at the graph to help figure out the paired means is completely valid.

Let’s look at our data in Figure 8.5 again. How would we analyze it? Let’s assume that our ANOVA was significant. Now we have to figure out the differences between pairs of data. We should probably look at the amount of overlap.

When you do this, you note that the lack of overlap of the two gray areas (one drawn across covering the poodle data, the other drawn across covering the Doberman data) *probably* means that the average times of poodles and Dobermans are significantly different from each other. (Note the use of hedging language in that statement? Also note that we haven’t used the word statistically because we don’t know about that specific pair statistically since we haven’t run a statistical test.) However, there was so much variation in the Labrador data that it’s difficult to draw any strong conclusions about the differences in the mean times of the different breeds. The average times for the Labradors and the Dobermans were pretty far from each other, and the time data of each breed only overlapped a little, so the mean times are quite possibly different from each other (so, significantly different from each other). However, the time data for the poodles and the Labradors overlapped enough that it’s possible that the means for those breeds are *not* different from each other—or in other words, that there is no difference between the means for the poodle and the Labrador dogs. So, from an inspection of the data scatter on the graph it would be safe to conclude that

- poodles are *very probably* slower than Dobermans;

---

³. A common *post hoc* test for dog data such as in the example is called Tukey’s test.
• Dobermans are possibly faster than Labradors; and
• poodles might be the same speed as Labradors.

Without statistical testing this is a qualitative determination and therefore hedging language is used for all of the pair comparisons.4

Again, with an ANOVA analysis these differences would have a percentage certainty, or likelihood of error, associated with them just like the t-test, and in the tables provided with the worksheets (see Appendix IX) there is a 95% certainty in your answer (of statistical significance of differences in the entire data set), or a 5% possibility of error rate.

CORRELATION AND REGRESSION ANALYSIS

This type of data analysis is done on interval-ratio measures for which you want to find out if one factor (or variable) changes when another one does. Basically, when you have a graph of data, the regression analysis (or line of best fit analysis) is determining what the best average line is through the data set, and the correlation coefficient analysis is a measure of just how good that average is (i.e., how much the data are scattered about that line). This calculation is not a significance test (as the t-test and ANOVA test were), so you’re not determining whether the slope of the line of best fit is significantly different from something else.

A correlation coefficient is a calculated statistic representing how close the data points are to the line of best fit. If you multiply the correlation coefficient by itself (see the worksheet in Appendix IX), then you obtain a value that tells you the percentage of variation in variable y as explained by variable x (in a causal relationship). The closer this value is to 1 (or 100%, since you often multiply the product by 100), then the closer the values are to the line. In Figure 8.7 (a–c), you see three lines of best fit with different amounts of data scatter around them.

In this example, (a) would have an $r^2$-squared value close to 100%. At the other extreme, (d), any plotted line of best fit would have an $r^2$-squared value close to 0% (in other words, there is no relationship between the two variables). There are no hard and fast rules in science as to how much of an $r^2$-squared value is needed to talk about relationships between the variables. It can vary quite considerably depending on the circumstances. However, the $r^2$-squared value does give you guidance as to how you should be using hedging language to talk about the relationship between the variables.

Remember, in Appendix IX we provide worksheets for doing t-tests and ANOVA tests as well as worked-through examples. Appendix VIII also demonstrates a t-test analysis.

As a conclusion to this chapter we are going to provide an example of a correlation analysis in the form of a case study. In this case study, you’ll find a student report on an investigation and then a teacher’s feedback on that report.

---
4. A Tukey’s test at 5% indicates that there is a significant difference between the poodle and Doberman means, but no difference between the poodle-Labrador or Labrador-Doberman mean times. This reflects the broad scatter in the Labrador times.
CASE STUDY: STUDENT REGRESSION AND CORRELATION ANALYSIS WITH TEACHER COMMENTARY

STUDENT RESEARCH QUESTION: DOES MY GUINEA PIG SLEEP MORE WHEN IT EATS MORE?

METHOD

1. Put 100 g of pellet food in my guinea pig’s bowl each day.

2. Each morning replace the food bowl with a new one with 100 g of pellet food, pick up any pellets lying around and put them in the old food bowl, and weigh the old food bowl. Subtract the total remaining food from 100 g to get how much my guinea pig has eaten. Record the data in the data table.

3. Use a video camera with a time counter attached to my computer to record the amount of time my guinea pig sleeps in its box (I used a special camera with an infrared light that could see my guinea pig in the dark). Each day, fast-forward through the recording and keep track of how many minutes the guinea pig lies down with its eye facing the camera (mostly) closed (What looks like sleep … most sleep with their eyes open, mine usually doesn’t). Record the number of minutes in the data table (Table 8.3).

4. Keep hay and water in the cage so that there is always some. The only food being tracked is the pellets.

5. Do steps 2–4 for 30 days.

<table>
<thead>
<tr>
<th>Day</th>
<th>Pellets eaten (g)</th>
<th>Sleep in 24 h (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>38</td>
<td>185</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>220</td>
</tr>
<tr>
<td>3</td>
<td>48</td>
<td>217</td>
</tr>
<tr>
<td>4</td>
<td>42</td>
<td>260</td>
</tr>
<tr>
<td>5</td>
<td>41</td>
<td>270</td>
</tr>
<tr>
<td>6</td>
<td>47</td>
<td>235</td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>195</td>
</tr>
<tr>
<td>8</td>
<td>43</td>
<td>270</td>
</tr>
<tr>
<td>9</td>
<td>45</td>
<td>269</td>
</tr>
<tr>
<td>10</td>
<td>49</td>
<td>258</td>
</tr>
<tr>
<td>11</td>
<td>53</td>
<td>310</td>
</tr>
<tr>
<td>12</td>
<td>45</td>
<td>420</td>
</tr>
<tr>
<td>13</td>
<td>31</td>
<td>350</td>
</tr>
<tr>
<td>14</td>
<td>50</td>
<td>310</td>
</tr>
<tr>
<td>15</td>
<td>42</td>
<td>210</td>
</tr>
<tr>
<td>16</td>
<td>53</td>
<td>270</td>
</tr>
<tr>
<td>17</td>
<td>54</td>
<td>304</td>
</tr>
<tr>
<td>18</td>
<td>51</td>
<td>331</td>
</tr>
<tr>
<td>19</td>
<td>60</td>
<td>321</td>
</tr>
<tr>
<td>20</td>
<td>61</td>
<td>215</td>
</tr>
<tr>
<td>21</td>
<td>62</td>
<td>265</td>
</tr>
<tr>
<td>22</td>
<td>55</td>
<td>254</td>
</tr>
<tr>
<td>23</td>
<td>65</td>
<td>300</td>
</tr>
<tr>
<td>24</td>
<td>61</td>
<td>325</td>
</tr>
<tr>
<td>25</td>
<td>60</td>
<td>335</td>
</tr>
<tr>
<td>26</td>
<td>60</td>
<td>355</td>
</tr>
<tr>
<td>27</td>
<td>68</td>
<td>355</td>
</tr>
<tr>
<td>28</td>
<td>80</td>
<td>435</td>
</tr>
<tr>
<td>29</td>
<td>58</td>
<td>357</td>
</tr>
<tr>
<td>30</td>
<td>70</td>
<td>330</td>
</tr>
</tbody>
</table>
Because I had \( x \)-\( y \) data, I graphed it in a scatterplot so that I could see any pattern better (Figure 8.8).

**FIGURE 8.8**
A scatterplot of the data shown in Table 8.3, p. 59

I also calculated the regression formula and correlation coefficient using the worksheets you gave us, so I knew how good my calculated line of best fit represented the data.

Regression formula: \( y = 2.7x + 145 \)

Correlation coefficient: 0.23 or 23%

**CONCLUSION**
I only have one guinea pig, so I can’t say anything about all guinea pigs, but I can say that when mine eats more it seems to sleep longer, at least reasonably often. The correlation coefficient is only 23%, which means that the line doesn’t fit the data really well, but those two high amounts of sleep on the top left of the graph might have made it weaker. Maybe I should calculate the regression line and the correlation coefficient without them because when I draw the line on the graph from the regression formula the line seems kind of high. I would do the study with more guinea pigs if I had them because maybe my pig isn’t normal and doesn’t sleep in the same way as others.

**INSTRUCTOR FEEDBACK TO STUDENT**
You did a good job studying your guinea pig and figuring out the relationship between the amount of food and the amount of sleep. You wrote about it really well. You described how strong the relationship is (shown by your correlation coefficient) quite effectively by using the hedging language we’ve talked about in class. You’re right, the relationship between the pellet consumption and the amount of sleep each day isn’t a strong one (as indicated by the 23% value), but it is there. We haven’t talked about this in class, but in physics that number might be really low, but when you’re describing animal behaviour and many other things, a 23% correlation is actually really good. It means you’re predicting 23% of what an animal is doing. I also think you’re right by the way, if you excluded those two values on the top left of your page (who knows why your pig slept longer on those days—maybe it ate more hay than normal, or maybe it ran on its wheel more than it normally does) then your correlation would be much higher. When I exclude them and calculate your correlation coefficient it jumps up to 53%, and for animal behaviour that is really high.

I have a question for you: Why are you sure that it is the pellet consumption that is causing the amount of sleep? We did talk about the difference between correlation and causation in class. On the one hand, it does seem reasonable. I’m always sleepy after a big dinner. On
the other hand, something else is also going on that might affect how the guinea pig behaves. Winter is coming, right? What else happens then? I bet if you think about it you’ll remember that when winter comes it’s darker for a longer time—the daytime is shorter. What effect might less daylight have on the amount of sleep a guinea pig would want to get? Do they have alarm clocks? What do you think wakes them up? So how would we look at this? If it were the length of the day, you’d think your pig would eat more later in your study than earlier and would sleep more later in your study than at the beginning. Let’s graph this (Figure 8.9).

So, do you see that? The food consumption goes up over the 30 days of your study and the sleep also goes up over those 30 days. So maybe the amount of daylight is affecting both how much your pig sleeps and how much it eats. This probably means that the amount of pellets consumed is correlated with the amount of sleep, but not the cause of the amount of sleep. Other than missing that (which even I admit was pretty tricky), your study and your report were both well done.

If you want to test whether it was daylight that had an effect, you could do your study again in the spring when the length of daylight is getting longer and see if there was a decrease in the amount of time your guinea pig slept. Let me know what you find out.
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</tr>
<tr>
<td>interval-ratio data</td>
<td>13–14</td>
</tr>
<tr>
<td>nominal data</td>
<td>13</td>
</tr>
<tr>
<td>nominal variables</td>
<td>13</td>
</tr>
<tr>
<td>ordinal data</td>
<td>13</td>
</tr>
<tr>
<td>predicting from graphs</td>
<td>15</td>
</tr>
<tr>
<td>raw data graphing</td>
<td>14–15</td>
</tr>
<tr>
<td>relative ordered relationship</td>
<td>13</td>
</tr>
<tr>
<td>types of independent variables</td>
<td>13</td>
</tr>
<tr>
<td>Vee maps</td>
<td>97, 119, 123–129</td>
</tr>
<tr>
<td>Verbal frequency scale</td>
<td>71</td>
</tr>
<tr>
<td>Visual data</td>
<td>132–133</td>
</tr>
<tr>
<td>Web resources</td>
<td>89, 131–133, 143</td>
</tr>
<tr>
<td>Wilcoxon signed-rank test</td>
<td>77</td>
</tr>
<tr>
<td>Worksheets</td>
<td>14, 51, 54, 58, 60, 89, 91, 93, 95, 97, 131, 143–145, 147, 149–151, 153, 155–159, 161, 163</td>
</tr>
<tr>
<td>ANOVA</td>
<td>150–155</td>
</tr>
<tr>
<td>correlation analysis coefficients</td>
<td>156–159</td>
</tr>
<tr>
<td>regression analysis coefficients</td>
<td>156–159</td>
</tr>
<tr>
<td>statistical analysis</td>
<td>145–163</td>
</tr>
<tr>
<td>t-tests</td>
<td>144–149</td>
</tr>
<tr>
<td>Excel</td>
<td>15</td>
</tr>
<tr>
<td>graphing</td>
<td>16–21</td>
</tr>
<tr>
<td>higher-order variables, scaffolding toward</td>
<td>16</td>
</tr>
<tr>
<td>interpreting graphs</td>
<td>16–17</td>
</tr>
<tr>
<td>interval-ratio data</td>
<td>13–14</td>
</tr>
<tr>
<td>X- and y- axis</td>
<td>35</td>
</tr>
<tr>
<td>X-y data</td>
<td>32, 60</td>
</tr>
<tr>
<td>X-y graphs</td>
<td>interpreting, 32–34</td>
</tr>
<tr>
<td>with labeled axes</td>
<td>3</td>
</tr>
<tr>
<td>X-y-z graph</td>
<td>labeled axes, 4</td>
</tr>
<tr>
<td>Yes/no questions</td>
<td>64–65</td>
</tr>
<tr>
<td>Typography, data variables</td>
<td>13–14</td>
</tr>
<tr>
<td>Uncertainty with higher-order thinking</td>
<td>8, 132</td>
</tr>
<tr>
<td>Unclear instructions</td>
<td>73</td>
</tr>
</tbody>
</table>
“Part of being able to take a more informed (some might say skeptical) view of data is being literate in how data are manipulated and subsequently presented: how they are collected, made into tables, and shown in pictures or graphs. Once you know how to do this the right way, such as you might learn in a science classroom, you can start asking if someone else is doing it in a way that is fair, or if they are distorting the data for their own purposes.”

—From the foreword to The Basics of Data Literacy

Authors Michael Bowen and Anthony Bartley have long known how important data literacy is to informed citizens. But after years of leading workshops on data literacy, they saw just how intimidated teachers can be at the prospect of helping students make sense of data sets they have collected.

In response, Bowen and Bartley wrote this guide—the ideal book for teachers with little or no statistics background. With its informal tone and easy-to-grasp examples, The Basics of Data Literacy teaches you how to help your students collect, summarize, and analyze data inside and outside the classroom. This book helps you understand how to make sense of data in a way that

• is conceptually grounded in hands-on practices,
• reflects the ways scientists use and make sense of data, and
• extends the ways of understanding to simple statistical analysis.

Because it is so central to many of the ideas in the Next Generation Science Standards, the ability to work with data is an important science skill for both you and your students. This accessible book will help you overcome your anxiety so you can teach your students how to evaluate messy data from their own investigations, the internet, and the news, as well as in future negotiations with car dealers and insurance agents.